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• Setting the foundation: GenAI and LLMs

• GenAI opportunities in health

• GenAI risks: Health equity

• Sources of bias in LLMs

• Mitigation strategies

• Looking ahead
This Photo by Unknown author is licensed under CC BY-NC-ND.

https://www.zaera.cn/2195.html
https://creativecommons.org/licenses/by-nc-nd/3.0/
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• Deep learning models with the ability to “create”

• Text

• Code

• Images

• Videos….

• Trained on massive corpuses of data

• Incredibly complex: “billions” of parameters

Generative AI (GenAI/LLM)
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The Opportunities: GenAI and Health Applications

Clusmann, J., Kolbinger, F.R., Muti, H.S. et al. The 

future landscape of large language models in 

medicine. Commun Med 3, 141 (2023). 

https://doi.org/10.1038/s43856-023-00370-1



IMUS IPICIENDIT

99

The Risks of AI in Healthcare

Patient 
Autonomy

Incorrect 
Diagnoses

Privacy and 
Security

Amplification 
of Bias
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Demographic representation

• Training on text written overwhelmingly by homogenous

groups (e.g. news articles from the 1980s)

Societal bias

• Racial and gender bias in training texts

o Professional letters for women Reddit/social media –

hate speech

Bias in GenAI: Underlying Training Data

Ferrer, X., van Nuenen, T., Such, J. M., & Criado, N. (2021, May). Discovering and categorising 
language biases in reddit. In Proceedings of the International AAAI Conference on Web and 
Social Media (Vol. 15, pp. 140-151).
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Representational Harm

• Bias in language generation (GPT-2)

• Stereotype amplification (Stable Diffusion & DALL-E)

Allocative Harm

• Biased generation of reference letters

• Biased clinical vignettes and treatment plans

Bias in GenAI: Consequences of Data Bias
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• Medical education, diagnostic reasoning,
medical plan recommendation, subjective
patient assessment

• “…GPT-4 exhibits subtle but systemic signs of 
bias…”

• Errors in capturing prevalence of medical 
conditions across demographics

• Significant differences in diagnostic and 
treatment decisions based on race and 
gender
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● Bias mitigation of GenAI models

○ Dataset curation

▪ Removal of hate speech

▪ Balancing datasets (increasing representation of non-majority groups)

▪ Retrieval augmented generation

Mechanisms to Address GenAI Biases

Shi, W., Zhuang, Y., Zhu, Y., Iwinski, H., Wattenbarger, M., & Wang, M. D. (2023, September). 

Retrieval-augmented large language models for adolescent idiopathic scoliosis patients in 

shared decision-making. In Proceedings of the 14th ACM International Conference on 

Bioinformatics, Computational Biology, and Health Informatics (pp. 1-10).



IMUS IPICIENDIT

1515

● Bias mitigation of GenAI models

○ Dataset curation

○ Training approaches

○ Prompt engineering

○ Post-training filtering

Mechanisms to Address GenAI Biases

Clemmer, C., Ding, J., & Feng, Y. (2024). PreciseDebias: An 

Automatic Prompt Engineering Approach for Generative AI 

To Mitigate Image Demographic Biases. In Proceedings of 

the IEEE/CVF Winter Conference on Applications of 

Computer Vision (pp. 8596-8605).
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● Bias mitigation of GenAI models
○ Dataset curation
○ Training approaches
○ Prompt engineering
○ Post-training filtering

Mechanisms to Address GenAI Biases



IMUS IPICIENDIT

1717

● Using GenAI to address other biases
○ Data imbalance → Data augmentation

Mechanisms to Address GenAI Biases
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Expansion of LLMs: Health-specific Modeling

Health applications 

Patient-facing health education chatbot

Clinician-facing treatment and diagnosis 
chatbot

Clinical documentation generation or 
summarization

Health data

Biomedical paper corpuses

Medical exam question answering

Medical notes and records
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Health-Specific Modeling Approaches

From scratch: 
training exclusively 

on health data

Fine-tuning: 
building on existing 
models trained on 

other datasets

Instruction-tuning: 
phrasing tasks as 

instructions

Multi-task tuning: 
training on multiple 

tasks

Chain-of-thought: 
providing step-by-
step reasoning in 

answers
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Health-focused LLMs: Early Developments
Smaller, open-source, trained on health-specific data

Fine-tuning for health NLP tasks

• Relation extraction

• Document classification

BERT-based models

• BioBERT, ClinicalBERT, PubMedBERT

BioGPT

• Adopts GPT-2 model architecture

• Trained on 15 million PubMed abstracts

GatorTron

• Adopts BERT architecture but trained from scratch

• Trained on clinical notes, PubMed, and Wikipedia
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State-of-the-art Health Foundation Models

Out-of-the-box foundation 
models
Examples: ChatGPT/GPT4

Potential setting: text summarization – medical 
knowledge not required

• Retrieval augmented generation can support
trust for more complex tasks (e.g. question
answering)

Health-focused foundation 
models
Fine-tuned foundation model

Examples: Med-PaLM 2 (trained on PaLM-2)

Potential setting: Tutor for health examinations
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CONCLUSION

Robust opportunities for GenAI in health

Effectiveness, Efficiency, and Equity

The need for guardrails and regulation

The use of GenAI to proactively mitigate and address bias



IMUS IPICIENDIT

2323

CONTACT

Ritu Agarwal, PhD
ritu.agarwal@jhu.edu
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Responsible Use of LLMs in Federal Health
Kenyon Crowley, PhD

Managing Director, Data & AI for Health

Accenture Federal Services 
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Setting the Stage Executive Order

Executive Order on the Safe, Secure, and Trustworthy Development and 

Use of Artificial Intelligence. The EO seeks to address AI risks and 

opportunities across a broad range of industries and government. 

Issued October 30, 2023

OMB Guidance

Advancing Governance, Innovation, and Risk Management for Agency 

Use of Artificial Intelligence.  The OMB guidance establishes new 

requirements for the federal government’s use of AI. 

Draft Guidance 11/01/2023; Final Guidance 03/28/2024
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ADVANCING AI AND MANAGING RISKS
The US has long been interested in advancing AI innovation and proactively 
managing risks

2016 2017 2018 2019 2020 2021 2022 2023

Preparing for the 

Future of Artificial 

Intelligence

National Artificial 

Intelligence R&D 

Strategic Plan

Executive Order on Maintaining 

American Leadership in 

Artificial Intelligence

John S. McCain National 

Defense Authorization Act 

for Fiscal Year 2019  

OMB Guidance on

Regulation of Artificial 

Intelligence Applications

National AI Initiative 

Act of 2020

AI Training Act

Blueprint for an 

AI Bill of Rights

NIST AI Risk 

Management 

Framework

Revised National 

Artificial Intelligence 

R&D Strategic Plan

Executive Order on the 

Safe, Secure, and 

Trustworthy 

Development and Use 

of Artificial Intelligence

The Evidence Act 

(H.R. 4174)

2024

OMB Advancing Governance, Innovation, 

and Risk Management for Agency Use of 

Artificial Intelligence

https://www.nitrd.gov/pubs/national_ai_rd_strategic_plan.pdf
https://www.nitrd.gov/pubs/national_ai_rd_strategic_plan.pdf
https://www.nitrd.gov/pubs/national_ai_rd_strategic_plan.pdf
https://www.federalregister.gov/documents/2019/02/14/2019-02544/maintaining-american-leadership-in-artificial-intelligence
https://www.federalregister.gov/documents/2019/02/14/2019-02544/maintaining-american-leadership-in-artificial-intelligence
https://www.federalregister.gov/documents/2019/02/14/2019-02544/maintaining-american-leadership-in-artificial-intelligence
https://www.congress.gov/115/bills/hr5515/BILLS-115hr5515enr.pdf
https://www.congress.gov/115/bills/hr5515/BILLS-115hr5515enr.pdf
https://www.congress.gov/115/bills/hr5515/BILLS-115hr5515enr.pdf
https://www.whitehouse.gov/wp-content/uploads/2020/01/Draft-OMB-Memo-on-Regulation-of-AI-1-7-19.pdf
https://www.whitehouse.gov/wp-content/uploads/2020/01/Draft-OMB-Memo-on-Regulation-of-AI-1-7-19.pdf
https://www.congress.gov/116/crpt/hrpt617/CRPT-116hrpt617.pdf
https://www.congress.gov/116/crpt/hrpt617/CRPT-116hrpt617.pdf
https://www.congress.gov/bill/117th-congress/house-bill/7683/text
https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://www.nist.gov/itl/ai-risk-management-framework
https://www.nist.gov/itl/ai-risk-management-framework
https://www.nist.gov/itl/ai-risk-management-framework
https://www.whitehouse.gov/wp-content/uploads/2023/05/National-Artificial-Intelligence-Research-and-Development-Strategic-Plan-2023-Update.pdf
https://www.whitehouse.gov/wp-content/uploads/2023/05/National-Artificial-Intelligence-Research-and-Development-Strategic-Plan-2023-Update.pdf
https://www.whitehouse.gov/wp-content/uploads/2023/05/National-Artificial-Intelligence-Research-and-Development-Strategic-Plan-2023-Update.pdf
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.congress.gov/115/plaws/publ435/PLAW-115publ435.pdf
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DETAILS OF OMB GUIDANCE
Draft guidance was published Nov 1, 2023. Final guidance was published March 28, 2024.

Governance Innovation Risk Management

• Designate a Chief AI Officer and

establish an AI Governance

Board

• Publish a compliance plan for

OMB requirements on agency

website

• Publish an AI strategy and an

updated use case inventory

• Identify gaps and invest in data,

technology and workforce

training

• Implement minimum practices

for “rights and safety impacting”

AI

• Establish AI impact

assessments and ongoing

monitoring capabilities

* Non-exhaustive

**Independent regulatory agencies are covered by the guidance, 

although excluded from some sections. The intelligence community is not 

included in many of the requirements.

2 - 6 months 12 months 12 months
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GenAI has the potential to deliver value along 
five key applicability types across organizations

Areas Use cases

Advise Advisor for knowledge work Advise on the right actions or decisions

Create
Content Generation Creative content generation/co-generation

Visual Designs Generate creative visual designs for products or websites

Assist

Application Development
Requirements Generation/Product Definition, Code 

Generation

IT Operations Conversational Agents/Customer Services

Quality Engineering Test Automation

Automate
Business Process

Business Process Automation for areas like Finance & 

Accounting, Procurement

IT Process IT Process Automation for areas in Service Management

Protect

Information & Security Protecting against fraud, ensuring regulatory compliance

Governance
Identifying risks, dependencies and opportunities and 

proactively managing them
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Potential CMS GenAI Use Cases

E
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a
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Helpdesk Assistants

Mgmt. Reporting

Code Generation

Test Script Generation

Synthetic Data Generation User Guide Development

IAA Copilot

Enterprise Performance Modeling

Vendor Query Assistant

Invoice/Payment Reconciliation

Obligations Forecasting Report Generation & Analysis

Virtual Coaching

Employee Self Service

Employee Sentiment Analysis

Inclusive Job Descriptions

Employee Content Development Supply & Demand Matching

Contract Generation Ts & Cs ComparisonContract Term Tracking Generate Contract Watchpoints

Measures Simplification Policy EvaluationsProvider Quality Reporting Policy Impact Simulation

Risk Assessments

Network Coverage Maps Coverage ReportingSite Locator Plan Analyses

Coverage Drop-out Predictor

Personalized Patient Communications Equity Reports Health Equity Database Build

IT

Finance

HR

Acquisition

Healthcare 

Quality

Healthcare 

Coverage

Equity

CPG Content Writing Continuing Education Content

Claims Submissions
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Responsible AI

Taking intentional actions to 

design, deploy and use AI to 

create value and build trust 

by protecting from the 

potential risks of AI.
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GenAI risks and how to mitigate them
Key Gen AI risks

Proactive mitigation strategies

IP infringement, 

plagiarism and legal risks
Misinformation

Proprietary and 

confidential information

Prompt hacking Language toxicity

Protection of AI output 

and security
Biased questions and 

answers
Inaccuracy

Workforce displacement 

and readiness

A risk intelligent selection 

strategy for foundation models
03 Human in the loop06

Clear governance and accountability01 Full model ownership and governance04 Ethics and AI training07

Updates to internal ways of working02 ‘Run-time’ technical controls05 Responsible AI08
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AI Governance & Principles

Human 

by Design

Fairness Transparency, 

Explainability & 

Accuracy

Safety Accountability Compliance, 

Data Privacy & 

Cybersecurity

Sustainability

1. 2. 3. 4. 5. 6. 7.
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How to set up Responsible AI…

Establish AI 
governance & 

principles

Conduct 
AI risk 

assessment

Enable 
systematic 
RAI testing

Ongoing 
monitoring & 

compliance of AI

Workforce impact, sustainability, privacy and security

1 2 3 4

5
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From the front lines: Healthcare organization’s RAI 
journey

Set up AI 

governance

Conduct AI risk 

assessment

Enable systematic

RAI testing

Ongoing monitoring + 

compliance of AI

Review and Refine

Ethical AI Governance

(NIST Govern)

Risk Control Framework

(NIST Map)

Define AI 

Governance Model

Model AI Inventory

(NIST Govern/Map)

Explainability Framework

(NIST Measure)

Transparency Framework

(NIST Measure)

Robustness Framework

(NIST Measure)

Risk Controls for Fairness

(NIST Manage)

Fairness Definitions

(NIST Measure)

General Ethical AI 

Awareness Training

(NIST Govern)

Ethical AI Governance

Specialized Training

(NIST Govern)

Toolkit Development for 

Fairness (NIST Measure)

Fairness Framework

(NIST Measure)
Coming soon

Piloting Risk & Controls

(NIST Manage)
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Federal Health LLM Pilot: Synthetic data are 
computer-generated data that mimic real data

Privacy Preserving

Does not rely on 1:1 

mappings and no 

information about a 

particular individual can be 

contained or learned from 

it.

Data Scarcity

Generated to meet the 

needs not  available in 

existing (real) data.

Better than “Real”

Improved test coverage. 

Avoids uncontrolled 

biases that arise from real 

data collection.

Cost Savings

Easier to collect. 

Reduced time in testing.
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~ 200X
Time saving using SDG pipeline

~ $0.10
Cost to generate a single test case

Flexibility
Respond to changes in survey 

design, survey order, and 

demands without rework  

Synthetic Data Generation
Supporting client with comprehensive test data for system testing

Generate 100s of test 

cases with a single 

click

Responsive to changes 

in survey questions

Data guided by 

personas
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Example Personas

• Emma Johnson, female born on May 1st, 1986 from Los Angeles, CA who suffers

from Type 1 Diabetes since the age of 12 and currently manages her blood sugar

levels through insulin therapy and a low-carbohydrate diet.

• William Garcia, born on November 12th 1979 from Miami, FL, male and diagnosed

with brain cancer in 2009.

• James Smith, male born on March 12th 1985 from Detroit, MI who suffers from type

2 diabetes and hypertension, and works as a construction worker.

• Emma Williams, female born on December 14th 1987 from Houston, TX, without

any chronic medical conditions, who recently underwent a dental surgery.

• Michael Thompson, male born on March 22nd 1985 from Wilson, NC with a lifelong

diagnosis of type 1 diabetes requiring daily insulin injections.
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Fed Health LLM Pilot Takeaways

• Evaluating LLMs

• Effectiveness

• Efficiency

• Realism

• Architecture Decisions

• Expert Review Anomalies

• Equity Considerations
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Get started with LLMs, now. 

Identify AI 
Experiments. 

Guard against 
AI risks 
including 
inequities. 

Awareness 
for All,
Fluency for 
many

Build a solid 
foundation 
before scaling.

Pilot and Scale.

Communicate 
Successful 
Adoption.

Build a culture of 
change.

Bring a value-
driven and 
equity mindset

Skill up your 
workforce

Iterate Test & 
Learn

Communicate 
& Celebrate

Build your AI 
Network

01 02 03 04 05 06
Engage your 
Workforce & 
Change 
Management

People First 
Approach

Establish your 
cross-agency & 
department-wide 
networks to 
build AI insights 
and use cases



IMUS IPICIENDIT

4141

CONTACT

Kenyon Crowley, PhD, MBA, CPHIMS

kenyon.crowley@afs.com 
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Impact of AI Policies on Minority Populations or Populations 

that Are Hard to Reach
Deelip Mhaske

Director AI & Data Science

National Minority Quality Forum (NMQF)
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NMQF: Founded in 1998, National Minority Quality Forum (NMQF) is a 

United States-based, health care research, education and advocacy 

organization whose mission is to reduce patient risk and advance 

health equity by assuring optimal care for all.

Vision: To achieve a just and fair American health system that ensures 

equitable access to optimal care.
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Global Legislative Records on AI
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AI and health inequality
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Real World Patterns of Health Inequity and 
Discrimination

AI Policies MUST be mindful of the following.

• Need for more inclusive datasets that accurately reflect the health experiences of various marginalized

social, racial, and ethnic groups.

• Equity must be considered during all stages of AI use and processes i.e., open-source AI Fairness Project

• Diversity and representation within the teams developing and deploying AI algorithms

• Ethical standards and guidelines must be established around the use of AI
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Discriminatory Data

• The 2014 White House report issued a warning that algorithmic discrimination may be a side effect of Big Data 

Technologies (Executive Office of the President, 2014)

• Algorithmic discrimination is not only a violation of human rights, it is also a violation of the right to fairness and 

equality as required by fundamental human rights
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Biased AI Design & Deployment 
Practices

Br J Radiol, Volume 96, Issue 1150, 1 October 2023, 20230023, https://doi.org/10.1259/bjr.20230023

The content of this slide may be subject to copyright: please see the slide notes for details.

https://doi.org/10.1259/bjr.20230023
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• Researchers and practitioners should avoid the exclusion of diverse and underrepresented populations when 

collecting and selecting training data. 

• Caution against broad grouping of underrepresented populations into the “Other”.

• Caution on only mathematical approaches of fairness evaluation (e.g. relying solely on fairness through 

unawareness, demographic parity, or equalized odds or opportunity)

Application Injustices
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EU antidiscrimination law is, at first glance, equipped with an 

appropriate doctrinal tool kit to face the new phenomenon of 

discriminatory AI.

Unlike direct and indirect discrimination in European Law and 

Regulation Framework, antidiscrimination law in the US is divided 

into intentional and unintentional discrimination
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CONTACT

Deelip Mhaske

dmhaske@nmqf.org
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Unintended Biases
Meagan Khau

Director, Data Analytics & Research Group

CMS Office of Minority Health
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• December 2023, the Agency for Healthcare Research and Quality (AHRQ) released this paper addressing the use of algorithms in

healthcare, their impact on racial/ethnic disparities in care and approaches to identify and mitigate biases.

• This work was conducted by a technical expert panel that included researchers at AHRQ, supporting Executive Order 14091, Further

Advancing Racial Equity and Support for Underserved Communities Through The Federal Government (2/16/2023).

• The panel developed a conceptual framework to provides healthcare community with guiding principles to avoid repeating errors that

have tainted the use of algorithms in other sectors.

1. Promote health and healthcare equity during all healthcare algorithm life cycle phases.

2. Ensure healthcare algorithms and their use are transparent and explainable.

3. Authentically engage patients and communities during all healthcare algorithm life cycle phases and earn trustworthiness.

4. Explicitly identify healthcare algorithmic fairness issues and tradeoffs.

5. Establish accountability for equity and fairness in outcomes from healthcare algorithms.

Guiding Principles to Address the Impact of Algorithm Bias on Racial and 
Ethnic Disparities in Health and Health Care

https://www.whitehouse.gov/briefing-room/presidential-actions/2023/02/16/executive-order-on-further-advancing-racial-equity-and-support-for-underserved-communities-through-the-federal-government/
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When and how information on race and ethnicity should be used in medical AI

• There are conflicting recommendations about using race and ethnicity in clinical algorithms and medical AI.

• Race and ethnicity are generally proxies for (among other things) social position, economic status, and perception by others,

all of which may be important predictors of the algorithmic target, whether the target be related to health status or health

care.

• Using predicted race and ethnicity probabilities as a factor in or tool to diagnose fairness in medical AI

• Race and ethnicity is routinely missing or unreliable in electronic medical records and insurance claims datasets used to tra in

medical AI.

• Model developers may want to include race and ethnicity in model training and evaluation to ensure proper calibration across

racial and ethnic groups, though the use of race and ethnicity in training needs to be done with care.

• Regardless of whether race or ethnicity is used in both the training and evaluation of algorithms or just for evaluation, rac ial

and ethnic equity cannot be ensured without access to accurate race and ethnicity data.

Understand how using algorithms may lead to unintended biased outcomes, how to identify biases before 

implementation, and what to do with biases discovered after implementation.

Best or Worse Outcomes?
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THANK YOU
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